
Introduction

This special issue is devoted to recent efforts at 
understanding the neural substrates of cognitive 
functions, their pathological changes, and their 
potential recovery. There is growing realization that 
such an understanding must face the challenge and 
the opportunity offered by the complexity of the 
brain: the brain is not constituted of a collection of 
neatly separated modules, which one could repair 
one-by-one just as one can repair a well-engineered 
car. Rather, the brain is a very large network of 
neurons that, while functionally specialized, have 
copious opportunities to interact, rather like living 
beings in a jungle or a society. In fact, if one allows 
for a few synaptic steps, virtually any neuron in the 
corticothalamic system can potentially interact with 

any other neuron. This means that understanding 
cognition requires a good grasp of the brain’s overall 
anatomical, functional and effective connectivity, 
and that the activity of neurons in brain networks 
must always be interpreted in view of the overall 
‘neural context’ (McIntosh, 2000; Jirsa et al., 2010; 
McIntosh et al., 2010).
This final contribution emphasizes that there is no 
full understanding of cognition without an under-
standing of consciousness. In fact, consciousness 
is what makes human cognitive abilities especially 
sensitive to context and therefore powerful in facing 
a world having a rich causal structure. Moreover, 
this contribution argues that the coexistence of 
functional specialization and integration in brain 
networks – the kind of complexity that allows for 
the brain’s cognitive prowess and robustness – is 
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actually responsible for generating consciousness. 
Below, we briefly revisit the idea that consciousness 
is a function of a system’s capacity for information 
integration. We define integrated information as a 
fundamental quantity associated with every causal 
mechanism capable of choosing among alternatives, 
revealing a duality between causation and informa-
tion. We emphasize that both the quantity and the 
quality of experience can be accounted for in terms 
of the information structures or qualia (set of infor-
mational relationships) generated by a complex of 
mechanisms. We briefly discuss how information 
integration can vary with the spatial and temporal 
grain size of the interactions within a system, lead-
ing to a straightforward definition of emergence. 
Finally, we consider how a system’s capacity for 
information integration reflects its ability to match 
the causal structure of the world, both on the input 
and the output side. The account below builds upon 
and extends an approach featured in an earlier article 
in this journal (Tononi, 2001) and in subsequent 
articles (Tononi, 2004; Balduzzi and Tononi, 2008; 
Tononi, 2008; Balduzzi and Tononi, 2009). It con-
cludes with some prospective remarks about the 
relevance of understanding information integration 
for analyzing cognitive function, both normal and 
pathological.

Consciousness and information 
integration

Empirical evidence has proven essential both in 
pointing out which aspects of brain anatomy and 
function are important for consciousness, and in 
providing a large number of facts in need of a coher-
ent explanation. For example, we know that certain 
brain regions, such as the corticothalamic system, 
are essential for consciousness, while others, such 
as the cerebellum, are not. Similarly, classic experi-
ments have shown that consciousness is associated 
with an activated electrocorticogram that is con-
trolled by the reticular activating system (Moruzzi 
and Magoun, 1949). New experimental tools are 
refining our appreciation of when and where in the 
brain changes in neural activity are correlated with 
changes in conscious experience (Koch, 2004). 
However, there is also a need for a theoretical analy-
sis that is both internally coherent and can account 

for the empirical evidence in a self-consistent, par-
simonious manner. Above all, a theoretical analysis 
is necessary to understand what determines both the 
quantity and quality of consciousness generated by 
a neuronal network.
In previous work, it was suggested that, in a general 
sense, the quantity of consciousness is determined 
by the amount of integrated information generated 
by a complex of elements (Tononi, 2001, 2004). The 
quality of consciousness, in turn, is determined by 
the set of informational relationships or quale gener-
ated by the submechanisms of that system (Tononi, 
2004, 2008; Balduzzi and Tononi, 2009). Briefly, 
integrated information is high if a system’s mecha-
nisms can generate a large amount of information, 
and this information is integrated. High information 
means that a system’s causal mechanisms can speci-
fy precisely which out of a large repertoire of poten-
tial states could have caused its current state. High 
integration means that the information generated by 
the system as a whole is much higher than the infor-
mation generated by its parts taken independently. 
In other words, integrated information reflects how 
much information a system’s mechanisms generate 
above and beyond its parts.

A bit of theory

The idea that the essence of consciousness has 
to do with information integration is based on 
thought experiments rooted in phenomenology, 
which have been recounted before (Tononi, 2004, 
2008). However, the notion of information integra-
tion and its corollaries are relevant for understanding 
complex systems whether or not one accepts their 
relevance to consciousness. In what follows, we 
briefly review how integrated information can be 
calculated for simple systems. This requires the con-
cept of effective information and that of minimum 
information partition, which can be used to identify 
complexes of integrated elements. Then we describe 
how one can characterize the set of informational 
relationships generated by a complex – its quale or 
information structure. We also discuss briefly how 
integrated information varies at different levels of 
organization, by considering a system at the level 
of micro- or macro-elements. Finally, we introduce 
the notion of information matching as the change in 



	I nformation integration	 3

integrated information when a system is exposed to 
a structured environment.

Information
Consider an isolated system X composed of n units 
V (vertices or nodes) and k connections K (edges or 
links between source and target elements). The ssy-
tem’s connectivity is assumed to be a directed graph 
that may or may not be strongly connected (there is 
a path from any node to any other node). The system 
goes through discrete states over time steps. Units 
are assumed to be binary, and states are indicated 
as [1] (TRUE or ON) and [0] (FALSE or OFF). An 
elementary mechanism is a unit V that receives K ≤ 
2 input connections from other units, performs an 
operation on those inputs, and outputs its new state1. 
Input/output functions defining each mechanism 
(transition probability matrices, truth tables) can be 
deterministic or probabilistic.
In what follows, we assume that any physical system 
in a certain state and endowed with a certain causal 
mechanism intrinsically and necessarily ‘generates’ 
information: purely by virtue of being in that state 
and having that mechanism, the system reduces 
uncertainty about which of its possible states might 
have caused its present state, and which might not. 
This information captures the “differences that make 
a difference” to the system itself (Bateson, 1972) 
and is an intrinsic, observer independent property. 
Contrasting with this intrinsic perspective is the 
extrinsic perspective of an observer external to the 
system: the observer can ask how extrinsic informa-
tion (average surprise) is encoded, communicated or 
stored given the system’s state and the observer’s 
expectations (prior distribution based on observing 
the system for a long time), without regard for its 
causal mechanisms.
To evaluate the information intrinsically generated 
by a system, one can perturb it to reveal all its causal 
mechanisms (Fig. 1), by imposing all possible ini-
tial states with equal probability at time t0. This is 
equivalent to treating the system as if disconnected 
into independent noise sources (atomic partition of 
the system, AP). For instance, for a system with two 
sensory elements and one AND gate (indicated by 
the symbol ∧, Fig. 1A), there are 23 = 8 possible 
states in the potential repertoire, [0,0,0], [1,0,0], 
[0,1,0], [0,0,1], [1,1,0], [1,0,1], [0,1,1], [1,1,1], all 
equally likely (p = 1/8, Fig. 1B). This is the maxi-

mum entropy distribution on the states of the units 
of the system, also called its potential repertoire. 
Given the mechanisms and connections of the sys-
tem as a whole, and the current state of its units, 
one can calculate, using Bayes’ rule, the actual 
repertoire given the system’s state Xi,t1 (Balduzzi 
and Tononi, 2008). This establishes the probabil-
ity of previous system states (at t0) that could have 
caused the actual, current state of the system (at t1). 
For instance, if the current state of the AND gate 
system is [0,0,1], it could have come exclusively 
from prior states [1,1,1] or [1,1,0], each with p = 1/2 
(Fig. 1B). The difference made by the mechanisms/
connections of the system and its current state – the 
difference between the potential and actual reper-
toires – gives the effective information generated by 
the system. In formulas:

ei(Xi, t1) = H[Xi, t1 || Xi, t0 /AP]

where AP indicates the atomic partitions of X (all 
units are injected with independent noise sources) 
and H indicates the relative entropy between the 
actual and the potential repertoires (“relative to” 

Fig. 1. - Effective information. A. System with two sen-
sory elements and one AND gate. B. Potential and 
Actual repertoires.
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is indicated by ||). Relative entropy, also known as 
Kullback-Leibler divergence, is a difference between 
probability distributions (Cover and Thomas, 2006): 
if the distributions are identical, relative entropy is 
zero; the more different they are, the higher the rela-
tive entropy. Figuratively, the system’s mechanism 
and state generate information by sharpening the 
uniform distribution into a less uniform one – this 
is how much uncertainty is reduced. Clearly, the 
amount of effective information generated by a sys-
tem is high if it has a large potential repertoire and a 
small actual repertoire, since a large number of ini-
tial states are ruled out. By contrast, the information 
generated is little if the system’s repertoire is small, 
or if many states could lead to the current outcome, 
since few states are ruled out. For instance, if noise 
dominates (any previous state could have led to the 
current one), no alternatives are ruled out, and no 
information is generated.

Integration and complexes
Next, one must determine how much of the informa-
tion generated by a system is integrated information, 
that is, how much information is generated by the 
system as a single entity, as opposed to a collection 
of parts. To do so, consider the set of all subsets of 
connections K of a system (its power-set), such as 
the system in Fig. 2A2. In the power-set diagram 
(Fig. 2B), the empty set (no connections) is at the 
bottom, all combinations containing one connec-
tion in the first layer, two connections in the second 
layer, and so on, ending with the set of all connec-
tions (connected system) at the top. In total, there 
are 2K points (subsets) in the diagram. The points 
in the power-set diagram can be thought as repre-
senting the partitions P of the set of connections 
K under the total order criterion ‘activation’: each 
point partitions the K connections into an ‘activated’ 
and an ‘inactivated’ subset. The connections in the 
activated subset (TRUE or ON), which are listed in 
the diagram, exert causal effects. The inactivated 
connections (FALSE or OFF) are not listed, but 
they represent the complement in K of the activated 
ones (in Fig. 2B, subset [1] ON (second layer, left) 
implies that subset [2 3 4 5 6] is OFF, whereas sub-
set [2 3 4 5 6] ON (fifth layer, right) implies that 
subset [1] is OFF). Inactivated connections can be 
thought of as “injected” with noise, so they cannot 
exert any causal/informational effects (this can be 

done by appropriately adjusting the transition prob-
ability matrix of the system).
Importantly, some of the partitions between activat-
ed and inactivated connections (disconnecting parti-
tions P, or edge-cuts) yield spatially disconnected 
components. That is, inactivating those connections 
renders the parts of the system (subgraphs) caus-
ally and informationally independent. One can then 
evaluate how much information is generated by the 
system as a whole (the connected system) above and 
beyond its parts (the system disconnected into spa-
tially independent parts along the partition P). This 
is given again by the relative entropy between the 
actual repertoire of the system X as a whole, and the 
repertoire generated by its parts taken independently 
along the partition P (as can be done by injecting 
noise along the edge-cut)3:

j(Xi, t1) = H [Xi, t1 || Xi, t1 / MIP]

Here, the symbol j (‘small’ phi) stands for the 
amount of integrated information generated across 
the minimum information partition (MIP). This is 
the partition of the system into parts such that the 
parts, taken independently, generate the most infor-
mation, therefore leaving the least information unac-
counted (dotted line in Fig. 2A and B). This mea-
sures precisely the informational contribution of the 

Fig. 2. - A complex, its power-set of connections, and its 
minimum information partitions. A. Complex. B. Power-
set of connections.
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system as a whole above and beyond its parts. The 
average value of j, indicated as <j>, measures how 
much the information capacity of the complex as a 
channel (between its past and its present) is higher 
than that of its parts taken independently4.
Note that there are many disconnecting partitions 
of a system with V units and K connections, so 
evaluating the MIP exhaustively is possible only for 
very small systems. However, knowing the under-
lying graph helps, since one needs to worry about 
disconnecting partitions, rather than about all pos-
sible partitions, and one can employ algorithms to 
evaluate graph components5. Note also that, to fairly 
compare different disconnections to find the MIP, 
it is necessary to normalize the values of effective 
information by the maximum possible value of j 
across that disconnection. As a normalization factor, 
one can use the maximum number of bits (units) that 
can be specified through causal interactions across 
each disconnection, given the number of input con-
nections available to each unit (this corresponds to 
the capacity of the channel across the disconnecting 
partition, taking the parts as sources and targets)6.
Note also that one should consider disconnections 
both in space and in time. Taking again the underly-
ing graph as a starting point, it is clear that a subset 
of connections can exert joint effects (and thus gen-
erate integrated information) only if there is time for 
perturbations to percolate through the entire subset 
and exert joint effects somewhere in the system. To 
take time into account, one can enforce causal inde-

pendence between the output transmitted by a unit 
and the computations it performs on its inputs. In 
other words, one can inject noise between the com-
putations on the inputs on one side, and the output of 
a unit on the other side (conditioning the output over 
the inputs for a given time interval). If no effective 
information is lost when the system is temporally 
disconnected for a given time interval, then the tem-
poral disconnection is the MIP, and the system is not 
integrated over that time interval7. Again, knowing 
the underlying graph helps, since a subset of connec-
tions can be integrated only if the connections form 
paths of equal or shorter length than the number of 
time steps allotted.
Finally, one should measure j values for both 
temporal and spatial disconnections for different 
subsets of connections (connected subgraphs) to 
find complexes, i.e. informational ‘wholes’ that are 
more than the sum of their parts. A proper complex 
can be defined as a set of units S with j > 0 whose 
subsets R have lower or at most equal j and whose 
supersets T have strictly lower j (R ≤ S > T, for all R 
⊂ S and all T ⊃ S)8. For example, consider a causal 
graph composed of two large parts, heavily inter-
connected within, and a small bridge between them 
(Fig. 3). After an appropriate interval, the value of j 
for the MIP of each of the large parts is high, but that 
for the whole graph is very low. Inside each large 
part, smaller subsets have lower j than the entire 
part. Thus, there are two complexes, the two large 
subgraphs. These, and only these, can be considered 

Fig. 3. - Identifying complexes based on their minimum information partition.
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as individual entities: they cannot be decomposed 
into more integrated parts and are not part of a more 
integrated system. In other words, a complex is a 
set of elements among which integrated information 
reaches a maximum (as compared to any subset or 
superset)9.
Irrespective of the computational problems inher-
ent in finding the MIP for a set of connections, it is 
apparent that, for j to be high, the connected system 
should generate much more information than any 
decomposition into subsets of disconnected parts 
(properly normalized, and at a particular temporal 
interval). In other words, integrated information 
for the MIP captures the information generated by 
causal interactions in the whole, over and above the 
information generated by causal interactions within 
the parts.

The information structure or quale 
generated by a complex
Within a complex – a whole that exists information-
ally above and beyond its parts – its elementary 
mechanisms and connections combine to generate 
information in specific ways: the quale Q or effec-
tive information matrix (Tononi, 2004). To charac-
terize it, it is useful to define qualia space (Q-space) 
as having as many dimensions as the potential 
repertoire of the complex (for binary units, 2n), and 
a range giving the probability of that state, from p 
= 0 to p = 1 (Balduzzi and Tononi, 2009). Consider 
again the set of all subsets of connections K of the 
system in Fig. 2A. Each combination of activated 
connections specifies an actual repertoire – the prob-
ability distribution of the states of the system – made 
more or less likely by those connections. The prob-
ability distributions generated by various subsets of 
connections are shown on Fig. 4B. In Fig. 4A, each 
distribution is plotted as a point in Q-space (cor-
responding to the tip of each arrow). In the figure, 
the points generated by each subset of connections 
are plotted in two dimensions at locations that cor-
respond to their position in the power-set diagram 
(Fig. 2B). Q-space would actually have 64 dimen-
sions (26), where each dimension gives the probabil-
ity, from 0 to 1, of one of the 64 possible states of 
the system of 3 units. The empty set (no connections 
activated, bottom of the power-set) corresponds 
to the atomic partition (AP, all units are causally 
independent). The actual repertoire generated in this 

case is the same as the potential repertoire, meaning 
that all possible prior states are equally likely – the 
maximum entropy distribution. This corresponds to 
a point in Q with p = 1/n on all axes, called the ‘bot-
tom’ ^ or origin of Q. On the other hand, a subset of 
activated connections specifies that some prior states 
are more likely than others, corresponding to a point 
in Q at p > 1/n on some axes and p < 1/n on others10. 
The actual repertoire generated by the complex with 
all connections activated is the top T of Q.
The “distance” or divergence (Cover and Thomas, 
2006) between this point and the maximum entropy 
distribution – the relative entropy between the two 
distributions – is the effective information gener-
ated by a subset of activated connections11, and 
it is represented by a q-arrow joining two points 
(repertoires) in Q-space. In Fig. 4A, the thickness 
of the q-arrow represents the quantity of effective 
information generated by the added connection and 
its direction in Q represents its quality. Note that 
activating a connection generates q-arrows that may 
differ in different contexts, namely depending on 
which other connections are activated. Typically, 
a connection will specify repertoires differently 
in the ‘null’ context, where no other connection is 
activated, than in the ‘full’ context, where all other 
connections are activated. In fact, the informational 
role of a particular connection in a complex is best 
seen as an entire q-fold in Q: the set of q-arrows that 
connection specifies in all possible contexts.
Just as one can define j as the amount of integrated 
information generated by a set of connections, one 
can also define j for a subset of connections in Q. 
This is the amount of information generated by that 
subset of connections above and beyond its parts 
taken independently along its minimum information 
partition. As before, this can be evaluated by discon-
necting the parts/subgraphs causally and informa-
tionally by “injecting” noise. If j > 0 for a subset 
of connections included in a complex, that subset 
forms a proper ‘submechanism’ of the complex12. 
As we have seen, a set of connections that do not 
generate more information together than indepen-
dently do not form a distinct complex. Similarly, it 
may be argued that subsets of connections within a 
complex that generate no more information together 
than independently do not form a distinct point in 
the quale13. This means, for example, that connec-
tions acting in distant parts of a grid (or of a topo-



	I nformation integration	 7

graphically organized cortical area) do not contrib-
ute to specifying an experience: they can only do so 
when they become integrated (capable of interacting 
synergistically) within a larger set of connections. 
The underlying principle could be stated as “no 
phenomenological difference without a causal dif-
ference”, i.e. “no q-arrow without a mechanism”14.
Moreover, just as one needs to attend not only to 
spatial but also to temporal disconnections when 
identifying complexes, one needs to attend to time 
also when evaluating informational relationships 
within the quale. Based on the above principle, an 
informational relationship in Q can be specified by 
a subset of connections only if there is enough time 
for causal influences to percolate through the subset. 
To take time into account, one can again enforce 
causal independence between the output transmitted 
by a unit and the computations it performs on its 
inputs. In other words, one can inject noise between 
the inputs and output of a unit (conditioning the 

output over the inputs for a given time interval). If 
for a given time interval a temporal disconnection 
does not change the value of effective information 
generated by that subset of connections, then j for 
that subset at that time interval is zero, and no infor-
mational relationship is specified. On the other hand, 
if the time is sufficient for perturbations to percolate 
over paths containing all the connections in the sub-
set, the connections can “make a difference” jointly 
and thus specify new points / informational relation-
ships in the quale. Thus, by evaluating effective 
information values over both temporal and spatial 
disconnections, one can establish how the quale 
unfolds over time both in quantity and quality15. 
In general, one can expect that, for many systems, 
there will be a time interval (tmax) at which small phi 
reaches a maximum, defining the main complex. 
The complex will be associated with a quale con-
taining all the informational relationships specified 
at tmax (Fig. 4)16.

Fig. 4. - A quale, its points, and its q-arrows.
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Altogether, the set of points in the quale Q, and the 
q-arrows linking them, are assumed to specify com-
pletely the informational quality of the experience 
the complex is generating (Tononi, 2004, 2008). 
One can think of the ‘quality’ of the experience, 
then, as the ‘shape’ of the quale in Q-space formed 
by all q-arrows together.
Once the points in the quale and the corresponding 
q-arrows have been defined, one can sum the values 
of effective information for all q-arrows in Q, which 
yields the total amount of integrated information 
within the complex/quale:

F(Xi, t1) = Σei(mXi, t1, m∪rXi, t1)

for r, m∪r € K and j (mXi, t1 || m∪rXi, t1)) > 0
over space and time

where Σei(mXi, t1, m∪rXi, t1) = ΣH[mXi, t1 || m∪rXi, t1]. This 
quantity, which can be called ‘big’ PHI, can be 
thought of as indicating the overall ‘quantity’ of con-
sciousness in a particular experience. The value of 
‘small’ phi for the complex, that is, the q-arrow that 
goes from the point corresponding to the MIP to the 
top of Q, represents the extent to which the full set 
of connections (the complex as a whole) is more than 
the sum of its parts (the product of their probabilities/
repertoires). Small phi is thus an index of informa-
tion integration for the complex as a whole, and is 
essential in identifying complexes. Big PHI can be 
considered as an index of the overall quantity of 
consciousness: it includes all informational relation-
ships, not just those across the MIP; it is not subject 
to normalization; and it has a straightforward inter-
pretation when considering average changes due to 
environmental inputs (<Φ(XWorld)> - <Φ(XNoise)>, see 
section on matching below)17. To the extent that the 
set of informational relationships can be thought of 
as a flow network for information within a complex, 
one can also think of big PHI as a measure of the 
overall information capacity of the network, where 
the cumulative capacity of all informational channels 
within a complex are considered. The number of bits 
corresponding to average big PHI (<Φ>) can also 
be considered as a measure of the memory, in bits, 
that is stored in the system in terms of connections 
mediating informational relationships. F in response 
to a particular stimulus can then be considered as a 
measure of the information, in bits, that is provided 

by activating the system’s memory. In general, this 
pre-existing information vastly outnumbers the (lim-
ited) information provided by the stimulus (Tononi 
and Edelman, 1997).

The spatio-temporal grain of information 
integration
The amount of information integration generated by 
a system, as well as the kind of informational rela-
tionship generated by its submechanisms, depend 
critically on the chosen spatial and temporal scale. 
Consider the brain: what are the elements over which 
one should consider perturbations and the repertoire 
of possible states? A natural choice would be neu-
rons, but other choices, such as neuronal groups at a 
coarser scale, or synapses at a finer scale, might also 
be considered (not to mention molecules, atoms and 
so on). Yet, if integrated information is assumed to 
reflect consciousness, the spatial scale at which it is 
generated cannot be arbitrary, but must reflect some-
how the actual physical mechanisms of the system 
at hand. This point is especially clear with respect to 
time. Again, integrated information can be measured 
in principle at many temporal scales, from picosec-
onds to days or longer. Clearly, however, conscious-
ness appears to flow in a particular time range, 
from tens of milliseconds (Bachmann, 2000) to 2-3 
seconds (Pöppel and Artin, 1988), reaching perhaps 
maximum vividness and distinctness at a few hun-
dred milliseconds. Can one establish the spatial and 
temporal scale at which consciousness is generated 
in a principled manner, starting with the underlying 
physical mechanisms? If consciousness is indeed 
integrated information, then its grain should reflect 
the spatial and temporal scale at which integrated 
information reaches a maximum, given the under-
lying physical mechanisms (Tononi, 2004). As 
briefly exemplified below, integrated information 
can indeed behave differently for the same system 
at different spatio-temporal scales. Importantly, in 
certain circumstances a coarser scale may actually 
produce higher values of integrated information than 
a finer scale.
A relevant case is one in which an obvious distinction 
can be made between a macro- and a micro-level: say 
two interacting neurons that are coupled in a simple 
oscillatory circuit, vs. a set of intrinsic conductances 
inside each neuron that are only weakly coupled and 
determine its excitability stochastically. Here, the 
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many intrinsic channels of both neurons configure 
the micro-level. The two neurons configure the 
macro-level, where each element has just one output, 
represented by the axon that can spike or not (in this 
case, each neuron also has just one input from the 
other neuron). Translating this example in very sim-
ple terms, consider a system where the macro-level 
consists of two macro-elements (neurons {A,B}), 
each of which contains two micro-elements or intrin-
sic conductances: (A:{a1,a2}; B:{b1,b2}) (Fig. 5A). 
The two micro-elements within a macro-element 
interact weakly, for instance by being ON with a 
probability slightly higher than chance when the other 
element was ON the previous time step (slight coop-
erativity of intrinsic conductances in depolarizing the 
neuron). This is the micro-level mechanism. Let us 
now introduce a bridging mechanism that links the 
micro- and macro-level: a macro-element is ON if 
both its micro-elements are ON, otherwise it is OFF 
(if all conductances inside a neuron are ON together, 
the neuron spikes). The macro-level mechanism is 
as follows: if A was ON (neuron A spiked), B turns 
ON, and vice versa. Finally, the bridging mechanism 
that links the macro- and micro-level is as follows: a 
micro-element is ON, irrespective of any other inputs 
it may receive, if B the previous time step was ON 
(an incoming spike strongly depolarizes the neuron 
irrespective of intrinsic conductances). This set of 
mechanisms completely determines the behavior of 
the system at both the micro- and macro-level. In 
such a case, it can be shown that, in terms of integrat-
ed information, a complex encompassing the entire 
system only exists at the macro-level. Moreover, on 
average the value of integrated information can be 
higher at the macro- than at the micro-level. Thus, 
despite the smaller number of elements, in terms of 
integrated information the macro-level ‘supervenes’ 
upon the micro-level. An analogous case can be 
made concerning the appropriate temporal grain for 
information integration: depending on the actual 
mechanisms, a system may achieve a higher level 
of information integration at a coarser rather than at 
a finer temporal scale. For example, multiple spikes 
may be needed before the state of a system’s units is 
sufficiently established to yield adequate values of 
effective information between subset of units18.
Note that it is important to distinguish between 
levels of description and levels of interaction. An 
outside observer may decide to group micro-ele-

ments into macro-elements in arbitrary manners. As 
shown in Fig. 5B, from an extrinsic perspective one 
may think of grouping disconnected micro-elements 
{a1,a2,a3,a4} into a source macro-element A, and 
disconnected micro-elements {b1,b2,b3,b4} into a 
target macro-element B. Assume that A and B are 
connected by a large channel having 4 parallel lines, 
each copying the state of micro-element a1 onto b1, 
a2 onto b2, a3 onto b3, and a4 onto b4. One could 
then say that the effective information between 
macro-elements A and B is 4 bits, and it would be 
easy to achieve higher values by just adding micro-
elements and parallel lines. However, an analysis in 
terms of integrated information, from the intrinsic 
perspective, would immediately reveal that A and B 
do not form complexes, and so the macro-level does 
not exist intrinsically. In general, a candidate macro-
element can only be a grouping of micro-elements 
that constitutes a complex, a set of elements (here 
micro-elements) that cannot be decomposed into 
subsets of more integrated parts. Moreover, to be 
legitimate, each macro-element should be not only 
a complex of micro-elements, but one that can 
interact with other macro-elements through a single 

Fig. 5. - Macro- and micro-elements.
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output line, just like a micro-element does. Except 
that, unlike a micro-element, a macro-element has 
an internal structure, though it is opaque, i.e. hidden 
or black-boxed behind the output line. The justifica-
tion for this restrictive definition is that, if it were 
possible to sample the separate outputs of multiple 
micro-elements, it would be possible to access the 
micro-structure of the complex, which would ipso 
facto disqualify it as an ‘element’.

Information matching
In any given situation, a complex of high Φ has at 
its disposal a large number of nested concepts – a 
set of informational relationships contained within 
a single informational structure – its quale. These 
nested concepts allow the complex to understand 
the situation in a context-dependent fashion. How 
can one evaluate, at least in principle, how well the 
integrated informational structure generated by an 
adapted complex, fits or ‘matches’ the informational 
structure of its environment? A measure that should 
be sensitive to how well an intrinsic information 
structure ‘resonates’ with the extrinsic information 
structure of the environment is information match-
ing (MI). This is given by the change in the average 
integrated information generated by a complex when 
it interacts with its environment, compared to when 
it is exposed to uncorrelated noise (a structureless 
environment). That is:

<MI> = <Φ(XWorld)> - <Φ(XNoise)>

In short, matching measures the average change 
in effective information for all the informational 
relationships (q-arrows) generated by a complex 
in a given environment. In general, one can expect 
that, if input matching is high, information about 
the environment is efficiently distributed to many 
subsets (parts) of a complex (cf. Tononi et al., 1996). 
This implies high capacity for the information chan-
nels between the input and any part of the complex 
– higher than expected based on the information 
channel between the input and the complex as a 
whole. It also implies that each of the parts can oper-
ate on the input in its specific way, based on its own 
set of submechanisms (including connections with 
other units mediating associations or “memories”), 
and efficiently provide the results of its operations 
to the rest of the complex. On the other hand, if a set 

of elements is not integrated, matching will be low, 
and information from the sensory input will not be 
distributed. This occurs, for instance, if a system is 
organized into parallel channels. Matching will be 
low also if the elements are not specialized, because 
all elements would perform the same operation and 
generate no additional informational relationships. 
This occurs, for instance, if a system has completely 
homogeneous connectivity.
In the corticothalamic system, the number of units 
that can be affected by an input from the environ-
ment is usually much larger than the number of input 
lines: rather than an information-processing device, 
the system is organized like a device for “interpret-
ing” information in the light of its memories (con-
nections). Indeed, a “snapshot” of the environment 
conveys little information unless it is interpreted 
in the context of a system whose complex causal 
structure, over a long history, has captured some 
of the causal structure of the world, i.e. long-range 
correlations in space and time (Tononi et al., 1996). 
Clearly, the connectivity of the corticothalamic 
context, which can be brought to bear on the inter-
pretation of a single snapshot, is what provides this 
context.
Just as one can define an average measure of informa-
tion integration as well as a state-dependent measure, 
one can define a state-dependent measure of informa-
tion matching, which reflects how well a complex’ 
casual structure resonates with a particular input. 
Thus, one would expect that Φ of the main complex 
for a monolingual English speaker would be higher 
when he sees an English word written in English than 
when he sees a Chinese word written in Chinese. A 
very simple example is shown in Fig. 6, where the 
informational structure of the quale generated by an 
AND gate “inflates” when the input is what the AND 
gate is designed to “recognize” (the coincidence 
“both inputs ON”). One can easily show that, on 
average, the value of big PHI for an AND gate will 
be higher when its input contains many instances of 
“both inputs ON” (<Φ(XWorld)>, Fig. 6A), expressing 
a regularity in the environment that it is designed 
to recognize, than when such coincidences occur as 
expected by chance (<Φ(XNoise)>, Fig. 6B).
Just as one can consider an input matching, one can 
also consider an output matching: for a well-adapted 
system, one would expect the capacity of the informa-
tion channels between subsets of a complex and the 
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motor output to be higher when the system confronts 
its environment than when it is exposed to noise, and 
higher than expected based on the overall capacity 
of the channel between the complex as a whole and 
its outputs. Output matching is related to a previ-
ously defined measure of degeneracy (Tononi et al., 
1999). For a given output, degeneracy is high if there 
are many different ways for the complex to produce 
that output (which ensures robustness), and different 
subsets of the complex can produce different out-
puts (ensuring a varied behavioral repertoire). Just 
like input matching implies that parts of the system 
have greater than expected access to the input, out-
put matching implies that parts of the complex have 
higher than expected access to the output. It should 
also be pointed out that high output matching implies 
that the same part of a complex can produce different 
outputs in different contexts (pleiotropy), as is gener-
ally the case for any mechanism in a quale of high Φ.
It is worth noting that total integrated information 
itself can be considered as a generalization of input 
and output matching, in that it is maximized when, 
for any channel between source and target elements 
within a complex, the capacity for partial channels 
(from some source elements, taken as inputs, to 
some target elements, taken as outputs) is higher 

than one would expect from the total channel capac-
ity, implying once again that parts of the complex 
have high access to other parts.
Based on theoretical considerations and supported 
by simple simulations (Tononi et al., 1996, 1999), 
it is expected that both input and output matching 
should increase when a system adapts to an envi-
ronment, meaning that spatial and temporal correla-
tions representative of the causal structure of the 
environment are incorporated in the connectivity 
of the system by natural selection and by learning 
mechanisms. It is also expected, and supported by 
simple simulations, that an increase in matching 
towards an environment having a rich, integrated 
causal structure should lead to increased integrated 
information, and therefore to an increase in con-
sciousness.

Some implications

Based on the account presented above, a physical 
system endowed with causal mechanisms generates 
an integrated information structure (complex/quale) 
to the extent that it cannot be decomposed into 
informationally more integrated parts. This notion 

Fig. 6. - Information matching.
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has several implications, both of a general nature 
and specifically relevant for the neuropsychology of 
consciousness. Below we will discuss a few of these 
implications, starting with the duality of causation 
and information.

Duality of causation and information,
downward causation, and emergence
The approach taken here is that a set of connected 
mechanisms in a given state (causal connectivity) is 
necessarily or intrinsically associated with a certain 
information structure (informational connectivity), 
which it completely specifies or ‘generates’. The 
information structure is generated if and only if 
the causal mechanisms are in working order, that 
is, they can produce different outputs as a func-
tion of their inputs, meaning that a mechanism can 
‘choose’. This implies that, if there is causation, 
there is information and, conversely, that there is no 
information without causation. It also implies that 
causation works forwards in time, in the sense that 
a mechanism determines the next output based on 
its previous input. Conversely, information works 
backwards, in the sense that the output state deter-
mined by the mechanisms generates information 
about the input states. If consciousness can indeed 
be identified with integrated information (Tononi, 
2004), the duality of causation and information 
provides theoretical support for the notion that con-
sciousness plays a causal role. In short, such a role 
is to be invoked whenever the causal effects of the 
whole (a complex) cannot be reduced to the effects 
of less integrated parts. In this sense, the duality 
between causation and information also provides 
support for the idea that progressively higher levels 
of information integration/matching, and thus of 
consciousness, may be an advantageous trait under 
natural selection. Naturally enough, an organism 
with a brain generating high <Φ> in an environment 
rich in long-range spatial and temporal correlations, 
can respond to environmental situations with highly 
context-sensitive actions. In this way it can be far 
more flexible than an organism equipped with a 
set of informationally separated processors, each of 
which has limited scope and understanding of the 
situation it finds itself in.
A useful way of contrasting systems yielding high 
and low information integration is to compare a 
response mediated by a conscious corticothalamic 

main complex with one mediated by a reflex arc. 
Say the task is to respond yes if a light is on and no 
if it is off (cf. the photodiode thought experiment 
in (Tononi, 2004)). For a reflex arc, the underlying 
causal matrix (transition probability matrix, truth 
table) includes just a small set of neurons and con-
nections, the nodes and connections in the reflex arc. 
Its information ‘dual’19, the effective information 
matrix, would be equally small: the corresponding 
complex/quale would contain only a few informa-
tional relationships. For a conscious human per-
forming the same task, instead, the relevant causal 
matrix would be extremely large, including a large 
portion of the corticothalamic system. The effec-
tive information matrix would be equally large: the 
corresponding complex/quale would contain a very 
large number of informational relationships. This 
complexity may be ignored when examining how 
the task is performed from an extrinsic perspective, 
say that of a neurophysiologist looking for the neu-
rons that are activated when performing the task: 
one may single out a causal chain ‘inscribed’ on top 
of the corticothalamic complex and represented by 
the neurons that fire, from a photoreceptor in the 
fovea to a motoneuron, when the task is performed, 
and ignore the rest of the system. However, what is 
missed in such an extrinsic, observational approach 
is the large set of ‘counterfactuals’ in the causal 
matrix. In the case of the corticothalamic main com-
plex, as opposed to the reflex arc, the silent neurons 
matter: if they had fired, in any of innumerable com-
binations, rather than having remained silent, the 
output would have been different. In other words, in 
a complex, it is just as important that some neurons 
fire as that the others do not, whereas in the reflex 
arc there are no other neurons that could affect the 
end result. The tendency to consider that only neu-
rons that fire ‘cause’ effects, or generate informa-
tion, is natural enough, but it is insufficient when 
dealing with an integrated system.
This perspective on the duality between causation 
and integrated information also has implications 
for the notion of ‘downward causation’ (Campbell, 
1974; Sperry, 1980; Szentagothai, 1984). There is 
no need for any kind of magical downward cau-
sation. However, there is abundant room for real 
downward causation. Whenever the whole is infor-
mationally more than the sum of its parts (Φ > 0), 
then necessarily its ‘dual’, the causal matrix of the 
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complex, cannot be reduced to the sum of its causal 
submechanisms, and the output is necessarily a con-
sequence of the whole. Even the previous example – 
the discrimination between light and dark performed 
by the main corticothalamic complex – turns out to 
involve downward causation. By applying perturba-
tions to the corticothalamic system, it would become 
apparent that the “causal funnel” of a motoneuron 
uttering the word ‘yes’ involves the entire main 
complex: in other words, its output might have been 
different not only if the neurons prior to it in the 
causal chain that had fired had instead not fired, but 
also if neurons that were silent had instead fired. In 
this sense, then, the output – the state of the moto-
neuron uttering ‘yes’ – is determined by what the 
whole does (or does not do, which is the same): a 
case of downward causation.
Finally, this approach leads to a straightforward 
conceptualization of ‘emergence’. A first notion 
of emergence (‘weak’ emergence) is implied in the 
definition of integrated information as information 
generated by a mechanism that is not reducible to 
subsets of independent submechanisms. Any com-
plex that is informationally (and therefore causally) 
not reducible constitutes a whole that ‘emerges’ 
above and beyond its parts. A second form of emer-
gence (‘strong’ emergence) is implied by the idea 
that a complex/quale exists at the particular spatio-
temporal grain at which Φ is maximal. As briefly 
discussed earlier, if a system generates higher inte-
grated information at the level of macro-elements 
rather than at the level of micro-elements, than the 
macro-level of organization can be said to strongly 
‘emerge’ upon the micro-level. This conclusion is 
not just a matter of semantics, but it captures pre-
cisely the fact that a complex may exist at the level 
of macro-elements, and not exist at all (i.e. it disin-
tegrates) at that of micro-elements. Similar consid-
erations can be made with respect to emergence in 
time and, more generally, for any kind of structure 
(informational relationships) that is ‘manifest’ in the 
quale at the macro-level and remains ‘hidden’ at the 
micro-level20.

Experience as a set of informational 
relationships
We have argued that the quantity and quality of a 
particular experience are completely specified by 
the shape of the corresponding quale. This is the 

set of all informational relationships specified by 
the mechanisms and submechanisms (integrated 
subsets of connections) belonging to a complex, 
where a complex is a set of elements that cannot 
be decomposed into more integrated parts. The par-
ticular way the q-arrows are organized in Q-space, 
then, corresponds to the quality of consciousness, 
while the quantity of consciousness corresponds to 
the sum of the effective information values for all 
q-arrows (Φ)21. It is important to realize that, in this 
perspective, being conscious of even a simple stimu-
lus, say a square in the left lower field of vision, 
requires a large set of informational relationships 
(notwithstanding the impression that the amount of 
information that needs to be ‘encoded’ is relatively 
small). This is because, in this perspective, the full 
‘understanding’ of the stimulus requires the joint 
specification, within the same quale, of many points 
or probability distributions, yielding nested con-
cepts and informational relationships. These points 
include probability distributions specifying that the 
invariant ‘square’ is present (a repertoire specifying 
particular configurations of inputs that are compat-
ible with a square, irrespective of its position in the 
visual field), as well as repertoires specifying its 
actual details (where each edge is). Moreover, this 
‘vertical’ compositionality must be complemented 
by the ‘horizontal’ specification of what a square is 
not, that is, by a large number of points specifying 
that alternative invariants are absent (repertoires 
specifying ‘not a triangle’, ‘not a circle’, ‘not a face’ 
and so on). Only if all these points (and many more) 
are generated within the same quale, so that the quale 
contains all the relevant informational relationships, 
can one say that a single complex ‘understands’ a 
square. In the present context, ‘understanding’ is one 
and the same thing as ‘seeing’ consciously.
It is also worth pointing out that all informational 
relationships generated by mechanisms inside a 
quale/complex at its privileged spatial and temporal 
grain size are ‘manifest’, that is, they contribute 
to specify experience and make it what it is. By 
contrast, informational relationships generated by 
mechanisms at other spatial and temporal grains, 
or outside the complex, remain phenomenally ‘hid-
den’ or unconscious. Nevertheless, mechanisms not 
belonging to the quale (and which are thus hidden or 
unconscious from its perspective) can influence its 
functioning. This can happen, for instance, through 
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units that are shared between a main complex and 
smaller complexes that serve as input or output 
channels or loops carrying out local computations, 
whose internal informational structure remains iso-
lated from that of the main complex (Tononi, 2004).

Phenomenal and access consciousness
It has been suggested that the structure of experience 
is much richer than what can be reported (either 
in words or actions, (Block, 2005)). This distinc-
tion has been criticized on various grounds, chiefly 
because aspects of consciousness that cannot be 
reported would be undetectable by definition, and 
thus inaccessible scientifically. However, in the 
present perspective the distinction has merit and, at 
least in principle, it could be made precise. As we 
have seen, there is a point in the quale only if there is 
a mechanism for it, so all points, and thus aspects of 
experience, have a definite causal basis. However, 
points in the quale can be more or less easy to 
access. When a set of highly integrated connections 
converge onto a single unit (or onto a few similarly 
specialized units), they can be said to implement an 
‘explicit concept’, which can be thought of as a high-
ly integrated informational relationship that is easy 
to access (say, the concept of a “square” or a “face”). 
In other words, a unit or local group of neurons 
implementing an explicit concept can be thought 
of as a locus for convergence of a large submecha-
nism. In this case, access is comparatively easy: 
a question triggering a report will need to access 
a single convergence point that is already imple-
mented within the complex. Indeed, the profusion 
of backconnections in cortical circuits (see below) 
suggests that it should be possible for higher areas 
to dynamically configure an effective path leading 
from the unit representing an explicit concept to 
units in motor cortex that will produce the appropri-
ate answer. By contrast, if a point in the quale is 
specified by a combination of multiple units (i.e., it 
is not an explicit concept), then access is more dif-
ficult, as it would require dynamically configuring a 
path from multiple, distributed sources to the output 
units. Also, dynamically configuring access paths to 
a motor output may be a limited-capacity process, 
meaning one that can access only a few units at a 
time, and by the time access has been achieved, the 
quale has changed (for instance, in a Sperling task). 
This limited capacity in the report does not mean, 

however, that the informational relationships consti-
tuting the quale were not there. Indeed, by demon-
strating ‘intelligent’, context-sensitive performance, 
it should be possible to show that informational 
relationships that may not be reported explicitly in 
isolation, have nevertheless been engaged and can 
make an observable difference to behavior. Also, 
such informational relationships would be obvious 
when comparing multiple scenes that would look 
different, though the differences may not be easy to 
verbalize. Not to mention that, if the informational 
relationships are available in the quale, over time 
plastic mechanisms can configure a synaptic path 
for direct access.

Information integration, consciousness, and 
neuroanatomy
As discussed elsewhere, considering the brain’s 
capacity for information integration can account 
for several empirical observations concerning con-
sciousness (Tononi, 2004; Balduzzi and Tononi, 
2008). For example, by using computer simulations, 
it is possible to show that high integrated infor-
mation requires networks that conjoin functional 
specialization (due to its specialized connectivity, 
each element has a unique functional role within the 
network) with functional integration (there are many 
pathways for interactions among the elements). This 
kind of architecture is characteristic of the mam-
malian corticothalamic system. As documented by 
innumerable findings, different parts of the cerebral 
cortex are specialized for different functions, from 
the level of lobes to that of areas, groups of neu-
rons, and perhaps individual neurons. At the same 
time, a vast network of connections allows these 
parts to interact profusely. Some ‘superhighways’, 
such as the dense mesial connectivity revealed by 
diffusion spectral imaging (Hagmann, et al., 2008) 
may constitute the “backbone” of a corticothalamic 
main complex. So it is fitting that the corticotha-
lamic system is precisely the part of the brain that, 
if severely impaired, causes a loss of consciousness. 
Conversely, information integration is low for sys-
tems that are made up of small, quasi-independent 
modules. This may be why the cerebellum, despite 
its large number of neurons, does not contribute 
much to consciousness.
As we have seen, high average integrated infor-
mation means that the information capacity of the 
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system, considered as a channel between the past 
and the present (and by inference, from the present 
to the future), cannot be reduced to the sum of the 
capacities of independent channels. This implies that 
portions of the brain whose connectivity resembles 
that of parallel lines, rather than a highly conver-
gent/divergent network complemented by lateral 
interactions, are ill-suited to forming large com-
plexes of high j. For instance, part of the dorsal 
cortical stream involved in action control may differ 
from the ventral stream in this respect (Milner and 
Goodale, 1995).
Certain neuropsychological observations, especially 
those related to disconnection syndromes, fit natu-
rally within the framework of information integra-
tion (Tononi, 2004). In line with many studies of 
split brain patients (Gazzaniga, 2005), simulations 
show that a “callosal” cut produces, out of a large 
complex corresponding to the connected corticotha-
lamic system, two separate complexes. Functional 
disconnections may also lead to a restriction of the 
neural substrate of consciousness, as is seen in neu-
rological neglect phenomena, in psychiatric conver-
sion and dissociative disorders, and possibly during 
dreaming and hypnosis. It is also likely that certain 
attentional phenomena may correspond to changes 
in the composition of the main complex underlying 
consciousness.
Computer simulations show that units along mul-
tiple, segregated incoming or outgoing pathways are 
not incorporated within the repertoire of a dominant 
‘corticothalamic’ complex. This may be why neural 
activity in afferent pathways, though crucial for 
triggering this or that conscious experience, does 
not contribute directly to conscious experience; nor 
does activity in efferent pathways (perhaps starting 
with primary motor cortex), though it is crucial for 
reporting each different experience. Also, cortical 
and subcortical cycles or loops implement special-
ized subroutines that are capable of influencing 
the states of the dominant corticothalamic complex 
without joining it. Such informationally insulated 
cortico-subcortical loops could constitute the neu-
ral substrates for many unconscious processes that 
can affect and be affected by conscious experi-
ence (Baars, 1988; Tononi, 2004), such as those 
that enable object recognition, language parsing, 
or translating our vague intentions into the right 
words. A relevant question is whether parallel loops 

through basal ganglia implement informationally 
insulated subroutines. Related questions concern 
primary sensory cortices. Are they organized like 
massive afferent pathways to a main complex higher 
up in the cortical hierarchy (Crick and Koch, 2003), 
or are they involved in keeping the main complex 
integrated through back- and lateral connections 
(see below)? Similarly, how does the connectional 
organization of prefrontal cortex, or of the hippo-
campal formation, impact their contribution to the 
main complex?

A role for backconnections
An intriguing question concerns the role of 
backconnections for information integration. 
Backconnections are at least as numerous as for-
ward connections but they are thought to modulate, 
rather than drive, the activity of their target neurons. 
Also, backconnections terminate profusely in supra-
granular layers, where NMDA synapses are abun-
dant. Such synapses may implement coincidence 
detection (multiplicative interactions) between feed-
forward activation from lower levels and reentrant 
activation from higher levels (Tononi et al., 1992). 
Functionally, backconnections are clearly impli-
cated in mediating attentional effects, and probably 
play a role in learning by making plastic changes in 
cortical networks context-sensitive.
These functions of backconnections may be part of 
a more general role in facilitating the integration of 
different brain areas (Tononi et al., 1992). Consider 
for example a unit high-up in the visual hierar-
chy (inferotemporal cortex, IT), which responds 
in a position invariant manner to, say, a particular 
face (“JA”, top left in Fig. 7), as opposed to units 
responding to different invariants, such a house). 
Clearly, such unit has a ‘neural’ receptive field that 
encompasses units over most of primary visual cor-
tex (V1, thick arrows converging upwards in Fig. 7), 
whose outputs converge on it after several synaptic 
steps mediated by units in intermediate visual areas 
(V2, V3, V4 etc.). By contrast, the receptive field of 
units in early areas is topographically restricted, and 
these units respond to local details (edges etc.). The 
face unit can be said to implement the general con-
cept “JA’s face”, wherever it might be in the visual 
field. Categorizing the general concept (invariant) 
“JA” is useful, as it will typically call for certain 
sets of behaviors (e.g. approach), irrespective of 
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location. However, the system also needs to “bind” 
the general with the particular: in addition to the 
general concept “JA”, it needs the more specific 
concept “JA on the far left, mouth open”, etc., in 
order to refine the appropriate behavioral output. 
Although units in IT implement the general concept 
“JA”, they know little about the details such as “far 
left position, mouth open” (otherwise, they could 
not extract the invariant). On the other hand, units 
in early visual areas know the local details (the loca-
tion and precise contour of the face and mouth), but 
they cannot know that it is a face and whose face it 
is (since these are topographic invariants).
Consider now what might happen over time in 
terms of complexes/qualia when JA appears in the 
visual field. Units in V1 begin to respond to local 
details (edges etc.) at time t1. However, at t1 these 
units are not properly integrated: for example, units 
responding to edges in the far left cannot establish 
causal/informational relationships with units whose 
receptive field is on the far right, as there are no 
direct links among them. At t5, say, units in IT begin 
responding to JA, their specificity for JA’s face and 
their position invariance over the entire visual field 
being constructed over several feedforward synap-

tic steps (just as important, of course, units with 
different specializations remain silent). The main 
complex will include all of the intervening units, 
and the quale will include informational relation-
ships that encompass the entire visual field, such 
as the general concept “JA’s face, wherever in the 
field”. However, more specific concepts, such as 
“JA’s face, on the far left, mouth open”, will not yet 
be available. A clever way to construct such more 
specific concepts, rather than developing “grand-
mother cells” higher up, is to recruit units in lower 
areas with a backward sweep along backconnections 
(Fig. 7, thin arrows diverging downwards). Through 
multiplicative interactions made possible by NMDA 
receptors, backconnections can turn units at low lev-
els in the visual hierarchy into coincidence detectors 
whose “non-classical” receptive field (Schwabe et 
al., 2006) can be expanded to cover potentially much 
of the visual field (in Fig. 7, a unit in V1 can be seen 
as the tip of a pyramid – the non-classical receptive 
field – that diverges upwards to encompass all of 
IT, and from there diverges downwards to encom-
pass all of V1). From a graph-theoretical perspec-
tive, while units in lower areas may be separated 
by a large number of synaptic steps in the lateral 

Fig. 7. - Backconnections and the integration of general and particular concepts.
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direction, the convergent/divergent arrangement of 
forward/backconnections establishes a short path (a 
“short-circuit”), going first up and then down the 
visual hierarchy. Causally, lower units become rap-
idly “reachable” in principle by a large portion of the 
visual system. Informationally, they can cooperate 
widely to specify units higher up in the visual field. 
Also, units that would otherwise be disconnected or 
separated by many synaptic steps become integrated 
(j > 0), and can thus specify new points in the quale, 
corresponding for instance to extended contours 
etc. Finally, by interacting among themselves and 
with higher level units, lower units can now specify 
points corresponding to highly specific concepts 
such as “JA’s face, on the far left, mouth open”, 
and thus enrich the structure of the quale with new 
informational relationships (e.g. that the open mouth 
belongs to JA).
More generally, backconnections are likely to play 
a role, together with lateral connections, in “inte-
grating” neural mechanisms separated by multiple 
synaptic steps. In this way, a large number of infor-
mational relationships can unfold within a few hun-
dred milliseconds: just think of the rapidly growing 
number of neighborhood (distance) relationships 
that are established in a topographically organized 
grid as soon as interactions become possible among 
progressively more distant parts. The resulting infor-
mational structure in the quale would constitute 
nothing less than the spatial layout of visual experi-
ence, and would enable many of the classic Gestalt 
laws of perceptual grouping (Tononi et al., 1992; 
Tononi, 2008).
Although this brief sketch can only begin to address 
what is undoubtedly a very complex process, both 
causally and informationally, it is consistent with 
the notion that a conscious percept “unfolds” over 
time microgenetically, often going from the general 
to the particular (Bachmann, 2000). It is also con-
sistent with evidence suggesting that a “backward 
sweep” through the visual system may have to occur 
before a conscious percept is fully formed (Cowey 
and Walsh, 2000; Pascual-Leone and Walsh, 2001; 
Silvanto et al., 2005; Lamme, 2006; Tononi and 
Laureys, 2009). Data from anesthesia experiments 
also indicate that loss of consciousness may be more 
closely associated with disruption of front-to-back, 
rather than back-to-front functional connectivity 
(Hudetz, 2006; Imas et al., 2006). There are also 

multiple observations indicating that early visual 
areas may contribute to experience (Cauller, 1995; 
Pollen, 2008), and that supragranular layers may 
be especially important. Finally, as was mentioned 
above, backconnections are ideally suited to config-
uring flexible paths for accessing points within the 
quale for conscious report.

Information integration, consciousness, and 
neurophysiology
Even within the same neuroanatomical structure, 
information integration can change drastically 
depending upon the mode of functioning of neurons 
and connections. For example, computer simula-
tions indicate that the capacity to integrate informa-
tion is reduced if neural activity is extremely high 
and near-synchronous, due to a dramatic decrease in 
the repertoire of discriminable states (Balduzzi and 
Tononi, 2008). This reduction in degrees of freedom 
could be the reason why consciousness is reduced 
or eliminated in absence seizures and other condi-
tions during which neural activity is both high and 
synchronous (Blumenfeld and Taylor, 2003).
Perhaps the most obvious example of a marked 
change in consciousness depending on neurophysi-
ological changes is the fading of consciousness that 
occurs during certain periods of sleep. Subjects 
awakened in deep NREM sleep, especially early in 
the night, often report that they were not aware of 
themselves or of anything else, though cortical and 
thalamic neurons remain active. Awakened at other 
times, mainly during REM sleep or during periods 
of lighter NREM sleep later in the night, they report 
dreams characterized by vivid images (Hobson et al., 
2000). From the perspective of integrated informa-
tion, a reduction of consciousness during early sleep 
would be consistent with the bistability of cortical 
circuits during deep NREM sleep. Due to changes 
in intrinsic and synaptic conductances triggered by 
neuromodulatory shifts (e.g. low acetylcholine), 
cortical neurons cannot sustain firing for more than 
a few hundred milliseconds, and invariably enter a 
hyperpolarized down-state. Shortly afterwards, they 
inevitably return to a depolarized up-state (Steriade 
et al., 2001). Indeed, computer simulations show 
that values of integrated information are low in sys-
tems with bistable dynamics (Balduzzi and Tononi, 
2008). Consistent with these observations, studies 
using TMS in conjunction with high-density EEG 
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show that early NREM sleep is associated either 
with a breakdown of the effective connectivity 
among cortical areas, and thereby with a loss of 
integration (Massimini et al., 2005, 2007), or with 
a stereotypical global response suggestive of a loss 
of repertoire and thus of information (Massimini et 
al., 2007). During REM sleep, by contrast, effective 
connectivity recovers, just as consciousness does 
(Massimini et al., 2010).
A recent study has shown that a breakdown in 
effective connectivity, and thus of information inte-
gration, also occurs when general anesthetics pro-
duce loss of consciousness (Ferrarelli et al., 2010). 
Studies using multielectrode recordings in animal 
are also consistent with this perspective (Hudetz, 
2006). A review of the mechanisms underlying 
unconsciousness during anesthesia concluded that 
much of the available evidence supports the notion 
that different anesthetic agents may share a common 
final path consisting in the disruption of informa-
tion integration in a main corticothalamic complex 
(Alkire et al., 2008).
Finally, studies are in progress to evaluate informa-
tion integration in vegetative and minimally con-
scious patients (Rosanova et al., unpublished). Some 
of these patients raise difficult questions about our 
ability to assess consciousness behaviorally (Owen 
et al., 2009). Because of sensory deficits or motor 
impairments, some brain injured patients recover 
consciousness but are unable to signal it behavior-
ally. Other patients still may be conscious but are 
unable or unwilling to follow instructions due to 
cognitive disturbances, pain, fatigue, or lack of 
motivation. Clearly, it would be helpful to develop 
methods to assess the level of consciousness in ways 
that do not depend on a subject’s ability to under-
stand or carry out instructions. Finally, what can one 
conclude when confronted with patients in whom an 
isolated cortical region shows sustained activity and 
even responsiveness to sensory input, in the absence 
of behavioral signs of consciousness (Schiff et al., 
1999)? It would seem that a proper understanding of 
the quantity and quality of the experience that may 
be generated by the isolated neural mechanisms that 
remain functional, in the absence of the context pro-
vided by the rest of the cortex, can only be obtained 
with the help of a theoretical characterization of 
what consciousness is and how it can be generated.

Information integration and input matching
As we have seen, information matching measures 
the extent to which the causal/informational struc-
ture of a complex ‘resonates’ with the causal/infor-
mational structure of its environment. Matching can 
be evaluated both on the input and output side. In 
the first case, the change in <Φ> when a complex 
is exposed to its environment also reflects how well 
effective information from an input is distributed to 
different subsets of the complex. In the second case, 
high average effective information between differ-
ent subsets of the complex and its output to the envi-
ronment reflects high degeneracy: the same output 
can be produced by many different subsets, and at 
the same time different subsets can produce different 
outputs. These concepts are potentially relevant both 
in a general sense and for their neuropsychological 
implications.
At a general level, the present theoretical framework 
predicts that, to the extent that a complex matches 
its environment, it can do well at context-sensitive 
decision-making, much better than a collection of 
independent modules. It is also better suited at con-
text-sensitive learning. Indeed, the ability to ‘mold’ 
a complex system as an integrated whole may be an 
advantage that selectional mechanisms (natural or 
neural) have over modular, engineered systems in 
‘designing’ intelligent, context-sensitive systems. In 
essence, engineering has been extremely successful 
at designing systems that can perform tasks that can 
be decomposed (divide and conquer strategy). This 
strategy works if the task domain is essentially “the 
sum of sub-tasks”. However, this strategy is showing 
its limits whenever a task cannot be decomposed into 
the sum of sub-tasks. Then the task cannot be solved 
by a collection of independent modules, but only by 
a system that works as a single entity (integrate and 
relate strategy). This information integration prob-
lem is related to the frame problem in artificial intel-
ligence (difficulty of capturing the many necessary 
preconditions of a given action or infer its possible 
consequences). Similar problems occur in designing 
complex control systems, operating systems, robots, 
neural networks etc. What these hard problems 
have in common is that they require great context-
sensitivity, because a choice that may be correct in 
a narrow domain often turns out to be wrong in a 
broader domain, which is what biological organisms, 
and especially brains, are extremely good at.
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In a neuropsychological context, developing experi-
mental ways of assessing matching and degeneracy 
could be informative both about the powers of the 
healthy brain, and about its potential for recovery 
of function after lesions. Input matching could be 
estimated on neuroimaging data (e.g. fMRI data) as 
long as one could employ an approximate measure 
of integrated information. One would have to com-
pare indices of total integrated information when 
the brain is exposed to noise (such as TV ‘snow’, 
acoustic white noses etc.) and when the brain is 
exposed to the environment it is adapted to (such as 
movies). The comparison could be made in stages, 
by progressively removing statistical structure from 
an input stream such as a movie. One could also 
compare how well ‘matched’ a subject is to differ-
ent environments or tasks. It would also be possible 
to exploit the difference in indices of integrated 
information between the waking condition and the 
dreaming condition. Conversely, approximate mea-
sures of matching could be used to estimate inte-
grated information, and by extension consciousness, 
both across individuals and across species, since 
the maximum value of matching for a given brain 
is likely to be limited by its value of <Φ>. Such an 
approach may be particularly useful when dealing 
with pathological conditions, both during develop-
ment and after brain lesions.

Information integration and output 
matching (degeneracy)
The concept of output matching is closely related 
to the notion of degeneracy. Originally, degeneracy 
in a biological context was defined as the ability of 
elements that are structurally different to perform a 
similar function (Edelman and Mountcastle, 1978). 
Degeneracy should be distinguished from redun-
dancy, which occurs when the same function is 
performed by identical elements. The key difference 
is that, if elements are structurally different, they 
may produce similar outputs in certain contexts, and 
different outputs in different contexts. The notion 
of degeneracy was developed and extended in an 
information theoretical context (Tononi et al., 1999). 
Briefly, degeneracy was defined as the amount of 
effective information (i.e. causal information), with 
respect to a set of outputs, which is shared among all 
subsets of a system. As shown by computer simula-
tion, degeneracy is high for systems in which many 

different elements can affect the output in a similar 
way and at the same time can have independent 
effects. By contrast, degeneracy is low both for 
systems in which each element affects the output 
independently and for redundant systems in which 
many elements can affect the output in a similar 
way but do not have independent effects. As such, 
degeneracy is likely a key property allowing the cor-
ticothalamic system to adapt to structural damage.
To make the notion of degeneracy useful in the 
context of neuropsychiatry and recovery of func-
tion, once can introduce the concept of degeneracy 
maps, which can in principle be determined using 
available neuroanatomical and neurophysiologi-
cal approaches. As we have seen, because of the 
convergent-divergent connectivity of the brain, 
large numbers of neuronal groups are able to affect 
the output of any chosen subset of neurons in a 
similar way. For example, a large number of dif-
ferent brain structures can influence, in series or in 
parallel, the same motor outputs, and after localized 
brain lesions alternative pathways capable of gen-
erating functionally equivalent behaviors frequently 
emerge spontaneously or due to plastic changes 
superimposed on preexistent anatomical pathways. 
It would thus be important to establish, prior to the 
occurrence of a brain lesion, the degree to which 
the output of a given brain area can be affected by 
other brain areas, that is, to obtain a degeneracy 
map for that area’s output. The underlying ratio-
nale is that, to the extent that there is degeneracy 
with respect to that area’s output, there is room for 
recovery of function, either immediately or through 
the strengthening of available connections through 
plasticity (Perfetti et al., 2010; Price et al., 2010; 
Sarasso et al., 2010; Yourganov et al., 2010).
Several kinds of degeneracy maps can be distin-
guished. For example, one can define a degeneracy 
map based on behavior. This is the set of brain areas 
that can influence a behaviorally defined function. 
Under baseline circumstances, a primary set of areas 
is responsible for the production of a given function. 
Other areas, while potentially capable of contribut-
ing to that function, need not be involved. However, 
in certain contexts, such as increasing task difficulty, 
or after brain damage, these other areas may be 
recruited to support that function. Degeneracy maps 
based on effective connectivity are the set of brain 
areas that can independently influence the outputs 
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of a target brain area. Here, the emphasis is not on 
a specific behavior, but on neural activity within a 
brain area known to be important for that behavior 
and related ones. For example, the target area could 
be a primary motor areas that serves as a final com-
mon pathway for many different behaviors, or a 
parietal area involved in visuomotor coordination. 
A straightforward way to obtain a functional degen-
eracy map is to perturb the activity of several areas 
using transcranial magnetic stimulation (TMS), to 
establish whether and to what extent this perturba-
tion changes the activation of the target area. This 
can be done by combining TMS with imaging 
modalities such as PET, fMRI, or high-density EEG. 
Finally, degeneracy maps based on plastic connec-
tivity are the set of brain areas whose influence on 
the outputs of a target brain area can be effectively 
potentiated or depressed. Here, too, TMS/neuroim-
aging approaches can be used to monitor changes in 
the efficacy of relevant pathways as a result of reha-
bilitation strategies (Perfetti et al., 2010; Price et al., 
2010; Sarasso et al., 2010; Yourganov et al., 2010). 
On the basis of such degeneracy maps, it should be 
possible to design, implement and monitor rehabili-
tation procedures that are rationally based, tailored 
to the individual patient, and that require minimum 
patient effort.

Conclusion

This final contribution may leave the impression that 
the complexity of the brain is perhaps even more 
daunting from a theoretical perspective than from 
an empirical perspective. As shown by other articles 
in this issue, increasingly sophisticated experiments 
and clinical interventions are shedding light on brain 
function at multiple levels, from the effects of indi-
vidual synapses to the behavior of an entire organism 
(McIntosh et al., 2010; Perfetti et al., 2010; Price et 
al., 2010; Protzner et al., 2010; Sarasso et al., 2010). 
By contrast, the theoretical approach outlined above 
makes it clear that as yet we cannot even begin to 
imagine, let alone chart exhaustively, the full set 
of integrated informational relationships generated 
by the corticothalamic system. Nevertheless, some 
of the theoretical implications may be of some rel-
evance. One is that, while we may far from being 
able to describe the informational relationships the 

brain generates in all their richness, we are neverthe-
less able to experience them at every instant: they 
are consciousness itself. Another is that we should 
always pay attention not only to what the brain is 
doing, but also to what it could possibly do, which 
is vastly more. While this may begin as a theoretical 
prescription, it can acquire new practical meaning in 
the context of recovery of function.
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Notes

1	 In practice, one can think of such elementary 
mechanisms as universal logical gates, such as 
NOR gates. These are physically realizable, and 
if properly interconnected they can perform any 
computation, limited only by memory. Indeed, 
collections of such elements are equivalent to any 
particular Turing machine with a finite tape (NOR 
gates can also be used to implement memory; 
also, computations performed by neurons can be 
approximated by collections of logical gates). Note 
that with < 2 inputs, an element could not perform 
any integrating computations. With > 2 inputs, it 
could perform arbitrarily complex computations, 
but then it will have internal structure that would 
be reducible into simpler components. 2 inputs 
have 4 possible values, so there are 24 = 16 ways 
of choosing an output based on the 4 inputs, i.e. 
16 different mechanisms of input/output (truth) 
tables. Of these, NOR and NAND are the only 
ones that are a function of both inputs (integrative) 
and allow for negation. This is why all mecha-

nisms can be reduced to a combination of NOR 
(or NAND) mechanisms. An element can have at 
most one self-connection, connecting it to its state 
the previous time step, thus implementing a form 
of memory by which the previous state of the ele-
ment can influence its current state.

2	 This is a partial order of its connections K under 
the subset-relation (⊂, included in), which is rep-
resented by its Hasse diagram or lattice.

3	 Or one can evaluate the actual repertoire corre-
sponding to the product of the actual repertoires 
generated independently by the parts (cf. Balduzzi 
and Tononi, 2008). One could also envision liter-
ally “cutting” those connections. Note also that the 
effective information generated by a mechanism 
in a state can be calculated not just with respect 
to a previous time step, but to a series of previous 
time steps. In other words, a certain mechanism 
may find itself in a certain state only if received 
a particular succession of inputs over time. In 
this case, the state of the mechanism specifies a 
sequence or ‘melody’. Clearly, the brain must be 
richly endowed with such mechanisms.

4	 In the Shannon sense (Shannon and Weaver, 
1963). The MIP is also conceptually related to the 
notion of max-flow min-cut in graph theory.

5	 In complex systems such as the brain connections 
are typically sparse, that is, their number grows 
much less than V2. Since the number of subsets 
of K connections (power-set) grows as 2K, it will 
typically be much lower than the number of parti-
tions among V units (Bell number: the cross-over 
happens already at n = 5: n5 = 32, Bell = 52; for n 
= 10: n10 = 1024, Bell = 115975; the reason is that 
the power-set of connections only contains parti-
tions of the form 123/4/5 or 12/3/4/5, and not of 
the form 12/34/5 or 123/45). Moreover, in the case 
of the brain one often has knowledge about plau-
sible ‘anatomical’ bottlenecks, which are likely 
choices for the MIP.

6	 The need for normalization is evident if one con-
siders a very asymmetric disconnection, say one 
where one part contains one unit and the other 
part all the other units. Assuming every unit has 2 
inputs, this means that the lone unit can specify at 
most 2 bits/units across the partition (in the other 
part), and the other part can specify at most 1 bit/
unit (the lone unit constituting the other part). 
Therefore, the best this particular partition can do 
is specify 3 bits, which is the normalization factor. 
By contrast, if the partition divides the system into 
subsets of similar size, or onto many different sub-
sets, all or most inputs to each part can find ‘unoc-
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cupied’ units in other parts, and the normalization 
factor is n or close to n.

7	 For example, consider a chain of units A->B->C, 
which generates 2 bits of effective information over 
one time step (B at t1 specifies A at t0 and C at t1 
specifies B at t0). If one makes the output of unit B 
at t0 independent of its computation at t1, i.e. one 
forces temporal independence between B’s role 
as a source and its role as a target, the system still 
generates 2 bits of effective information (B at t1 still 
specifies A at t0 and C at t1 specifies B at t0 even 
if B at t1 and B at t0 are made to be independent). 
Therefore, at one time step the temporal partition 
of the full system is its MIP, and j for the chain is 
zero. Over two time steps, effective information for 
the system is 1 bit (unit C specifies unit A two time 
steps earlier). However, in this case making B’s 
output independent of its inputs yields an effective 
information of zero bits, because C cannot specify 
A (since what B transmits at t2 is made independent 
of what it computes at t1). Thus, the chain is tempo-
rally integrated at 2 time steps, and its MIP yields 1 
bit. This account implies that the identity of an ele-
ment over time is established ‘intrinsically’ through 
causal interactions. For instance, in the case of the 
chain A->B->C it would remain undetermined at 
one time step that the target of one interaction (B 
at t1) is the same as the source of another (B at t0). 
That the interaction/information percolates through 
the two links of the chain, and thus the two links 
are indeed linked by a single element, would only 
be established at two time steps.

8	 Again, one should properly take into account 
temporal disconnections over a given intervals. 
Note that a complex for which j (Xi, t1) = ei(Xi, t1) 
is called a complex stricto sensu, as it is strictly 
without parts. 

9	 It is worth considering two different notions of 
complexes. The present notion enforces an ‘exclu-
sion principle’. Such principle prescribes that a 
unit can belong to one and only one complex at 
any given time, which is the one having higher j. 
According to this notion, any system of elements 
is informationally “crystallized” or condensed into 
sets of non-overlapping integrated complexes, 
each with higher j values than its surroundings 
and higher or equal j than its parts. Each com-
plex has borders separating it from the outside 
and therefore from other complexes, although 
complexes can interact and thus exchange infor-
mation. When the interactions among two or more 
complexes become strong enough that j becomes 
higher for all their elements together than for each 
separate subset, there is a phase transition and the 

smaller complexes merge into a larger one. In this 
view, consciousness occurs exclusively over the 
local set of elements and at the spatial and tem-
poral grain size at which j reaches a maximum, 
and that set of elements can support only a single 
consciousness (that is, an individual consciousness 
is a local maximum of integrated information). A 
physical analogy for this notion of j and complex-
es would be with the notion of cohesion: where 
cohesive forces are stronger than repulsive forces 
or external forces (including noise), a liquid or 
solid will form a “single entity”, otherwise it will 
split along the fracture plane that is thermodynami-
cally most likely (e.g. into droplets of water). The 
minimum information partition can be thought of 
as analogous to such a fracture plane, j as analo-
gous to the work required to separate the system 
along that partition, and a complex would be the 
set of elements having the maximum resistance 
to fracturing. Another, dynamical analogy would 
be with attractors: an element may be part of one 
of two or more competing attractors at any given 
time, unless the attractors are so strongly coupled 
that they merge. An alternative notion enforces a 
‘superposition’ principle. According to this notion 
(which was presented in some previous work), 
complexes can overlap, in whole or in part. Any 
set of elements with j > 0 would then constitute a 
complex, even if it contains a subset of much high-
er j. As a consequence, the same set of elements 
can support more than one consciousness, and dif-
ferent consciousnesses can overlap, although they 
share part of their informational structure. That an 
exclusion principle might apply is perhaps more in 
line with the intuitions that each of us has a single, 
sharply demarcated consciousness. Phenomena 
such as binocular rivalry and other kinds of meta-
stable perception, not to mention dissociative per-
sonality disorders, are also suggestive of an exclu-
sion principle. On the other hand, conventional 
neurophysiologic mechanisms might be sufficient 
to account for these phenomena, by “excluding” 
competing neuronal assemblies from a main com-
plex of high j and relegating them to complexes 
of much lower j, which would be separately but 
only “dimly” aware. Endorsing a superposition 
principle requires accounting for how the informa-
tional structure (quale, see below) of a complex of 
high j can be contained (or projected) into that of 
a larger complex of lower j.

10	 Note that, in general, many subsets of connections 
will specify the same repertoire, and thus collapse 
onto the same point/q-arrow in Q. For example, in 
Fig. 4, the points specified by connections [2,4,6] 
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and connections [1,2,4,6] collapse. Asterisks indi-
cate points generated by more than one subset of 
connections (only one subset is indicated).

11	 Under the partial order subset-relation of inclusion 
⊂.

12	 For a q-arrow joining a point in Q specified by a 
subset of connection m (a proper submechanism) 
and the point generated by adding subset r (m∪r, 
another proper submechanism) to form a larger 
submechanism, its degree of information integra-
tion is defined as j (mXi, t1 ∥ m∪rXi, t1)). j is positive 
if and only if the q-arrow cannot be decomposed 
into independent q-arrows in space and time (cf. 
the definition of entanglement in Balduzzi and 
Tononi, 2009).

13	 In both cases one is essentially applying Occam’s 
razor, in fact literally so: entities should not be 
multiplied beyond necessity. In other words, there 
is no need to invoke an additional super-entity if it 
adds nothing to what smaller entities can do inde-
pendently.

14	 Within a quale, one can define modes as subsets 
of q-arrows that are more densely integrated than 
surrounding q-arrows, which may underlie the 
modalities of experience (Tononi, 2008; Balduzzi 
and Tononi, 2009).

15	 For example, in the visual system the repertoire 
(point in Q and corresponding q-arrows) that 
specifies an invariant like “face”, irrespective of 
its location, orientation, and various details, can 
only be generated after a given time interval by a 
chain of mechanisms converging onto units in high 
visual areas like IT. Thus, the quale containing 
that and similar repertoires will only unfold after 
a time interval sufficiently long for the relevant 
connections to be integrated within the same com-
plex, and for the state of the relevant neurons to be 
specified with sufficient confidence (see note 18 
below).

16	 In practice, one can start from the directed graph, 
and analyze the paths that link the vertices, with 
their length. To evaluate partitions and points in 

Q one would then consider exclusively connected 
components as potential complexes (if there are no 
paths between some vertices, they cannot be part 
of the same complex). Furthermore, one would 
only consider paths that are at most as long as the 
time interval being evaluated (if a subset of con-
nections does not form a path in the allotted time, 
the corresponding submechanism cannot make a 
difference). Finally, within a given time interval, 
one would only consider multiple paths that have 
“joins” somewhere in the graph (if subsets of con-
nections form paths that do not join in space, they 
cannot make a difference jointly).

17	 In other words, small j, which is related to a mea-
sure of functional clustering introduced in Tononi 
et al., (1998), delineates complexes and their 
boundaries. Big PHI reflects instead the amount of 
information that is necessary to specify the shape 
of the quale, including al points in Q and their 
relative position. This information completely 
characterizes a particular experience in terms of 
its distinguishable relational features, thereby dis-
criminating it from any other in the repertoire of 
possible experiences.

18	 The temporal grain size in a system of neurons 
may depend both on the time necessary to establish 
more and more confidently the state of the units – 
for example, that a neuron is ON or OFF based on 
a rate code, and on the time necessary for activity 
to percolate through the system due to conduction 
delays, synaptic delays, and processing delays 
(neural integration).

19	 Reflecting the duality or symmetry between causa-
tion and information, see above.

20	 On the other hand, what may be taken for a higher 
level of organization from the extrinsic perspec-
tive, may fail to generate high values of integrated 
information from the intrinsic perspective: only a 
few collections of macro-elements form a proper 
complex, even though they may be interacting.

21	 With probability density functions rather than rep-
ertoires, this would correspond to a volume.


